
ABSTRACT

Identifying hate speech by both academic institutions and social media organizations can pose as a challenge given the large scale of data and changing patterns of hate speech content. Advances since 

2020 in both transformer-based and Generative AI served as a platform to create novel solutions that help address both of the aforementioned challenges. The research team created a data labeling method 

and built a proof of content for antisemitic hate speech that allowed for the comparing and contrasting of these state-of-the-art analytical approaches. This research can play a pivotal role in upholding social 

harmony by refining content moderation processes to quickly and effectively mitigate the spread of harmful speech.

INTRODUCTION

• The increase in online antisemitic hate 

speech poses significant challenges, 

necessitating effective detection and 

mitigation strategies.

• To address the critical issue of antisemitic

hate speech detection online, this project 

explored utilization of advanced natural 

language processing (NLP) techniques, 

particularly transformer-based models such 

as: BERT (Devlin et al., 2019; Mozafari et 

al., 2019); DistillBERT (Sanh et al., 2020; 

Jiao et al., 2019) and LLaMA-2 (Touvron et 

al., 2023).

• The project centers on evaluating the 

effectiveness of transformer-based NLP 

models in accurately identifying antisemitic 

content, thereby enhancing content 

moderation processes.

• The study leveraged recent advancements 

in machine learning and NLP to develop a 

nuanced detection framework. 

• Models such as BERT, DistillBERT, and 

LLaMA-2, known for their deep linguistic 

understanding, were applied to detect 

nuanced and overt antisemitic expressions.

• This project aimed to contribute to the 

broader field of online safety and hate 

speech detection, offering insights into the 

practical application of transformer-based 

models in combating antisemitic expressions 

online.

METHODOLOGY

The approach combined data labeling, model 

training, and performance evaluation:

• Data Preparation: Researchers collected

thousands of Twitter/X posts and employed 

a systematic voting algorithm by a 

dedicated team to classify each text as 

‘antisemitic' or 'neutral’.

• Model Training: Researchers utilized the 

pre-trained BERT model for the 

transformer-based model, fine-tuning 

LLaMA-2 for the Large Language Models, 

both on the curated dataset for optimal hate 

speech detection.

• Evaluation: The models’ accuracy, 

precision, recall, and F1 score were 

measured to ensure robust detection 

capabilities against unseen test data.
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DISCUSSION & CONCLUSIONS

Models like BERT effectively identify 

antisemitic hate speech, underscoring the 

value of recent advances in NLP  for content 

moderation.

Challenges: Contextual hate speech detection 

remains complex, highlighting the need for 

advanced linguistic analysis and 

bias mitigation.

Recommendations: Ongoing model 

refinement will be crucial due to the evolving 

nature of online hate speech.

Ethics and Expansion: Ethical deployment 

and model transparency are essential, with 

future work to include multilingual capabilities.

Impact: This study is a step forward in 

automated hate speech detection, with 

significant implications for online safety and 

inclusivity (Warner et al., 2012; Davison et al, 

2017; Yuan et al., 2019). These findings 

contribute to safer digital spaces, requiring 

collective efforts for sustained progress. 

RESULTS

The performance of several machine 

learning and NLP models were applied to the 

dataset. The models included Naïve Bayes, 

SVM, BERT, DistillBERT, LlaMa-2  and 

RoBERTa (Liu et al., 2019).

Each model was selected based on its 

relevance to text classification and its 

unique approach to understanding language. 

The evaluation aimed to determine the 

most effective model in terms of accuracy, 

efficiency, and processing time.
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